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A digital CDS technique and its performance testing "
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Abstract:
(CCDs), which can be greatly reduced by the correlated double sampling (CDS) circuit. However, a conventional

Readout noise is a critical parameter for characterizing the performance of charge-coupled devices

CDS circuit inevitably introduces new noise since it consists of several active analog components such as operational
amplifiers. This paper proposes a digital CDS circuit technique, which transforms the pre-amplified CCD signal
into a train of digital presentations by a high-speed data acquisition card directly without the noisy CDS circuit,
then implements the digital CDS algorithm through a numerical method. A readout noise of 3.3 e~ and an energy

resolution of 121 eV@5.9 keV can be achieved via the digital CDS technique.
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1 Introduction

Owing to their advantages of smaller size, lower
power dissipation, wider response spectrum range, lower
noise and higher resolution, charge-coupled devices
(CCDs) have been widely applied in industrial inspec-
tion, night vision, visible imaging, soft X-ray astronomi-
cal observations and so on. As a critical parameter that
has to be considered in designing and operating CCDs,
noise in the CCD mainly comes from two mechanisms:
one comes from the CCD itself, including shot noise, dark
current noise and the transfer noise [1]; and the other
comes from the operation of the CCD, such as output
amplifier noise and reset noise.

It is common to suppress the reset noise with a cor-
related double sampling (CDS) circuit. However, tradi-
tional CDS introduces new noise, and leaves some useful
information behind, e.g. the original waveform. Digital
CDS, e.g. Gach J L, 2003 [2], is able to store all the initial
information, which provides the possibility for variation
of the backend data process. Normally the digital CDS
technique introduces a method which uses the difference
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between the average voltage of the reference level and
that of the signal level to suppress the readout noise [3].
In practice, it shows better performance in reduction of
the readout noise.

In this paper, a digital correlated double sampling
circuit technique is proposed. A PCI-9846H data acqui-
sition card, which is manufactured by ADLINK Inc., has
been used to convert the pre-amplified CCD signal into
a digital representation. The digital CDS system can
record a large amount of data and the original waveform
can be derived from these data to further analyze the
signal characteristics. So the data processing can be op-
timized to get better performance such as lower readout
noise. The relationship between the readout noise of the
digital CDS system and the sample number has been in-
vestigated. The results of the measured data show that
the proposed digital CDS system is better than the con-
ventional analog CDS system, which has been assembled
on the low energy X-ray telescope (LE) of the Hard X-ray
Modulation Telescope (HXMT) [4], even when the CCD
operating temperature is below —110 °C, or the CCD is
degraded after irradiation by protons. Moreover, the
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best fit value of the sampling points is determined
to achieve a lower readout noise, and the correlation
method is able to analyze the components of the noise.

2 Reset noise and correlated double
sampling

Charge generation, collection, transfer and measure-
ment make up all of the operations of a CCD. Taking
a two-phase CCD, for example, the electronic schematic
of the CCD output region is illustrated on the left part
of Fig. 1; while the right part of Fig. 1 is a simple dia-
gram of the output signal. Reset noise is generated by
the periodic reset of the sense-node capacitance (C,) by
the reset switch. Reset noise, ng(e™), can be expressed
as

nn(en) = YLC 1)

q

where k is Boltzmann’s constant (1.38x107% J/K), T is
the absolute temperature (K), C' is the capacitance (F),
and ¢ is the electronic charge. Reset noise can also be
called “kTC noise”[5]. The noise voltage changes very
quickly when the reset switch is on, leaving an unde-
fined level on the C, after the switch is off. After the
reset switch has turned off, the noise voltage does not
change significantly over a pixel period. Reset noise can
be removed or reduced by using a CDS circuit technique,
which subtracts the sample taken from the signal level
from the sample taken from the reference level. How-
ever, a conventional CDS circuit inevitably introduces
new noise since it consists of several active analog com-
ponents such as operational amplifiers. In this paper,
we use a digital CDS system instead of the conventional
analog CDS.

reference level

(DZ oG (DR l
L _-_T-___. signal level
I: resetnoise | ___Y___
reset noise
l« one cycle »|

Fig. 1. Schematic of CCD output region and out-
put signal.

3 Brief introduction to the experiment
equipment
3.1 Target CCD detector

The CCD detector discussed in this paper is a
CCD236. It is a two-phased swept charge device (SCD)

which was designed by E2V Inc. for HXMT-LE, in col-
laboration with the Institute of High Energy Physics
(IHEP). CCD236 achieves a high transfer rate by aban-
doning the position information of the X-ray photons.
Charges are first transferred to the electrodes on the di-
agonal perpendicular to the electrodes, and then to the
read-out section, which is located in the center of the
chips, along the diagonal. Besides the real output, there
is a dummy output that is the same as the real one. As
the dummy output only carries common-mode noise, the
negative effect of common-mode noise can be greatly sup-
pressed by subtracting that noise from the real output
signal [6].

3.2 Data acquisition card

The PCI-9846H is a data acquisition card manufac-
tured by ADLINK inc., designed for digitizing high fre-
quency and wide dynamic range signals, taking advan-
tage of its rapid read-out speed and lower system noise.
Its onboard 512 MB acquisition memory enables it to
store the data of the waveform for a considerable time.
It has a high linearity 16-bit A/D converter, and a sam-
pling rate up to 40 million samples per second (MS/s).
In addition, the analog voltage range is +5 V [7].

3.3 Digital CDS readout system

The digital CDS system block diagram is shown in
Fig. 2, and is made up of three parts: pre-amplifier, volt-
age buffer and data acquisition system. The voltage gain
of the pre-amplifier is 11. The voltage buffer ensures the
accuracy of the signal amplitude. The PCI-9846H dig-
itizes the analog input at a certain rate, and sends the
conversion results to the computer via PCI (peripheral
component interconnection) for backend data processing.

computer

PCI9846h

The digital CDS system block diagram.

CCD236 |

Fig. 2.

4 Results of performance testing

4.1 Test results at low CCD operating temper-
ature

To investigate the performance of the digital CDS
system, a test has been carried out with the CCD op-
erated below about —110 °C, as the effect of the dark
current from the CCD can be ignored at such a low tem-
perature. The driving clock for the CCD is 83.3 kHz,
while the digital data acquisition system is sampling at
40 MS/s (million samples per second). An **Fe radioac-
tive source was used to measure the energy resolution.
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As shown in Fig. 3, the waveform is reconstructed
from a total of 480 sample points. Due to such non-
idealities as clock feed-through, parasitic effects as well
as signal integrity problems, glitches are prominent at
the edges of the driving clocks. However, only the two
steady parts of every cycle make sense, since signals in
these two parts are completely settled. A certain num-
ber of sample points are selected as effective points for
processing.
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Fig. 3. Typical signal waveform.

The flat section of the curve in Fig. 3 is selected on the
basis of the difference of the voltage between two adja-
cent sampling points being no more than 40 mV. Taking
the section of the signal level as an example, the initial
point (the 389th point) is exactly placed in the middle
of the flat section, the second one is located just to the
left of the initial one (i.e. the 388th point), the third
one is situated just to the right of the initial one (i.e.
the 390th point), and so on. All the points right of the
477th point are ignored. The way to select points on the
reference level is just the same, and the initial point in
this case is the 150th point. During the following numer-
ical calculation, the number of effective points increases
from 2 to 392 in order to find out the optimal number.
Eventually, the voltage amplitude of the incoming X-ray
photons can be obtained by the equation

Vph = VRcf_‘/Signalv (2)

where Vgigna is the average voltage of the sampling points
on the flat section of the signal level, and Vi is the av-
erage voltage of the sampling points on the flat section
of the reference level.

As shown in Fig. 4, below 350 samples, the readout
noise decreases with the effective points increasing. The
function (Eq. (2)) has been used to fit the relationship
between the readout noise and the number of effective
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Fig. 4. Readout noise vs. number of effective sam-
pling points under 83.3 kHz operating frequency.

sampling points, which describes the error of the mean
value for the independent sampling data.

We try to use Eq. (3) to fit the data in Fig. 4:

Ao

n= (3)
where n is readout noise (e”), and N is the number of
effective sampling points. The fitting curve is shown in
Fig. 4 as the solid line, with the value of A, (64.140.6) e™.
When only one point is sampled on each level (N =2),
the noise is about 20 e, which is significantly lower than
the value of the reset noise (53 e™) calculated by Eq. (1),
where C is 0.032 pF for CCD236 and T is 160 K. How-
ever, the declination of the data in Fig. 4 indicates that
there are also other sources of noise or interferences be-
sides the reset noise.

Eq. (3) cannot fit the data well at both ends. In de-
tail, the readout noise increases again when the number
of effective points exceeds 350, because the data beyond
the steady parts are used. The ranges of 350, 392 ef-
fective points are shown in Fig. 3. Obviously, the opti-
mal effective point number is around 350, so we select
this number in all the tests below in this paper. As the
sampling points are fewer, shown in the left-hand side
of Fig. 4, the declining slope of the data is significantly
shallower than 1/ V/N. Tt is suggested that the sampling
data are not independent in this situation.

We calculated the cross-correlation function of the
voltage of each sampling point and the initial sampling
point (i.e. the 389th point). As shown in Fig. 5, sam-
pling points located far away from each other are weakly
correlated, while adjacent sampling points show sharp
oscillation, from strongly correlated to anti-correlated.
It indicates that the readout noise is probably not white
noise.

For this purpose, the power spectrum of the readout
noise (the part of the signal level) is calculated by the
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fast Fourier transform (FFT) method. In the power spec-
trum (Fig. 6), there is substantial low-frequency noise,
most likely 1/f* noise with o from 1 to 2. The lower
frequency noise component may be responsible for the
weak correlation at long distance. On the other hand, it
is found that there is an enhancement at about 5 MHz in
the power spectrum, which can explain the strong corre-
lation at short distance. The lower frequency noise may
come from the onchip field effect transistor (FET) of the
CCD readout circuit[8], and the ~5 MHz noise is prob-
ably caused by outside interference or the CCD itself.
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Fig. 5. Cross-correlation between the voltages of

each sampling point and the initial sampling point
(the 389th point). The upper plot is the cross-
correlation data, and the lower plot is the mean
value of the waveform for reference.
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Fig. 6. The normalized power spectrum of the

readout noise in the part of the signal level, with
a 1/ noise shown as a dashed line for reference.

To determine the performance, especially the energy
linearity, an X-ray tube with a copper target is used.
From the spectrum which is shown in Fig. 7, four dis-
tinct peaks besides the noise peak are found. The in-
tegral nonlinearity (INL) is satisfactory, with a value of
0.4%.

To investigate the energy resolution of the system, a
test was conducted with an *Fe radioactive source. The
spectrum is shown in Fig. 9. Fitting the noise peak and
Mn K, (5.9 keV) peak by Gaussians, the mean value and

the standard deviation can be obtained, and the energy
resolution of the CCD detector system is calculated to be
121.0+0.4 eV@5.9 keV (FWHM), and the readout noise
is (3.3424+0.002) e

Within the temperature range of —116 °C to —110 °C,
the readout noise and energy resolution of the digital
CDS system and the conventional CDS readout system
under the same condition are compared in Table 1, which
illustrates that the performance of the digital CDS sys-
tem is better than that of the conventional CDS system.
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Fig. 7. Spectrum from a copper target bombarded
with X-rays generated by an X-ray tube.
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Fig. 8. Integral nonlinearity of the digital CDS system.
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Fig. 9. An °°Fe spectrum of CCD236 at —113 °C.
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Table 1.

Performance comparison between digital and analog CDS systems.

CCD operational

energy resolution(FWHM)/eV

readout noise/e™

temperature/°C digital CDS system conventional CDS system digital CDS system conventional CDS system
—110.3 123.440.4 131.941.1 3.487+0.002 5.25140.002
—113.0 121.0+0.4 131.0+1.1 3.342+0.002 5.428+0.002
—115.1 121.740.4 131.44+1.1 3.331£0.002 5.208+0.002
—116.2 121.34+0.4 129.74+1.0 3.329£0.002 5.416£0.002
4.2 Performance comparison between two sys- 00 E -
tems after proton irradiation E =l ; B Slo%iﬁ?nsaf?g? sysiem

The readout noise and energy resolution of a proton- f 2(5)2 3 T el
irradiated CCD236, with a dose of 3x10® p/cm®, are é) 200 3
measured with the temperature ranging from —60 °C to g E

2 250
—10°C [9]. = -

As shown in Fig. 10, the readout noise of the digital 200 E_I L
CDS system is about 2 e~ lower than that of the con- 40 pr T AT
ventional CDS readout system in the temperature range O I SR TN R SO SR
from —60 °C to —30 °C. The difference in readout noise —60 =55 =50 —45 —40 —35 —30 —25 20 —I5
gradually increases to 4 e~ when the temperature warms temperature/ C
up to —10 °C. In addition, the energy resolution of the Fig. 11. Comparison of the energy resolution. The

digital CDS system also shows a similarly better result
(Fig. 11). The performance of the digital CDS system
is better than the conventional CDS system after proton
irradiation. Therefore, it is a promising way to suppress
the negative effects of the proton-irradiation damage to
the CCDs.
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Fig. 10. Comparison of the readout noise. The

open circles, solid circles and plus signs (‘+’) rep-
resent the data of the conventional CDS system,
the digital CDS system and the residuals, respec-
tively.

open circles, solid circles and plus signs (‘+’) rep-
resent the data of the conventional CDS system,
the digital CDS system and the residuals, respec-
tively.

5 Conclusions

In this paper, we have proposed a digital CDS system.
Under the same conditions, the readout noise is reduced
monotonically as the number of sampling points per cy-
cle increases to a certain number (350 in this paper).
From the waveform obtained from the digital CDS sys-
tem, we have analysed the sources of noise by the power
spectrum. Compared to the conventional CDS system,
the digital CDS system has a lower readout noise and a
better energy resolution, not only under very low CCD
operating temperatures but also proton-irradiation. Ad-
ditionally, the digital CDS system shows a satisfactory
INL. In summary, digital CDS is a promising technique
to reduce the readout noise of CCDs, to suppress the ef-
fect of interference, and to investigate the properties of
noise.
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